
Journal of Physics D: Applied Physics

PAPER

Nanoscale amorphous interfaces in phase-change memory materials:
structure, properties and design
To cite this article: Xue-Peng Wang et al 2020 J. Phys. D: Appl. Phys. 53 114002

 

View the article online for updates and enhancements.

This content was downloaded from IP address 202.198.26.182 on 04/01/2020 at 00:53

https://doi.org/10.1088/1361-6463/ab5d81
http://googleads.g.doubleclick.net/pcs/click?xai=AKAOjsv7hXx1cjYBTZuVxUqjiQdSUoYL9yigGvR1-n17XOa2oGuaiXozmymU8BWCenxl_Rg7ZV7J7RFZytqqDhQNIxio5SfSEpQxgvqlisMc8tbMauqJSJbTfRdEKnqMxKEfzuOgvdatayEOyXNN8sNLTyW_Li_yZSvpD-H4OV1yyoqBiKSJDPTQhA7xPo_ZeoLbftYOeyhR0eHfYXRPMeGffTvf2RvDKv_tMrBJlZF-we5mW7K6c5RI&sig=Cg0ArKJSzOv0SOwAQwhK&adurl=http://iopscience.org/books


1 © 2020 IOP Publishing Ltd Printed in the UK

1. Introduction

The reversible and rapid phase transition phenomenon of 
phase-change memory (PCM) materials was observed as early 
as 1968 by Sir Ovshinsky [1]. These materials have attracted 
much attention for use in non-volatile electrical and optical 
data storage [2–6], especially in the past decade. The phase 
transition between their amorphous and crystalline phases can 
provide a large contrast in electrical and optical properties, 
such as resistance and reflectivity [7–9]. Nowadays, PCM 

materials are also used in emerging new computational archi-
tecture, such as storage class memory [3] and brain-inspired 
computing [10–13].

Interfaces are ubiquitous in a typical PCM device, for 
example the interfaces between a PCM material and the sub-
strate or electrode [14, 15]. There are also interfaces between 
different phases or components of the PCM material itself. 
For example, due to partial melting or phase change in a typ-
ical mushroom-type PCM cell [16], interfaces exist between 
amorphous and crystalline parts of the PCM material. In 
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Abstract
Phase-change memory (PCM) is one of the emerging technologies for the next generation of 
electric and optical memories. In a typical PCM device, a nanoscale amorphous interface can 
usually be observed. These nano amorphous interfaces are crucial because they could affect 
the phase transition characteristics of PCM materials, especially when the PCM devices are 
scaling down. In this work, according to results of our previous first-principles calculations 
and transmission electron microscope characterizations, we revisit the effects of three typical 
nano amorphous interfaces of PCM materials between different phases. We conclude that 
the bonding network and electronic features of the PCM material in these interfaces will be 
changed significantly depending on the material next to it. Different types of interface could 
either enhance the stability of amorphous (i.e. amorphous Si/amorphous Sb2Te3 interface) 
and metastable crystalline phases (i.e. amorphous GeTe/cubic Sb2Te3 interface) or promote 
crystallization (i.e. amorphous and crystalline Ge2Sb2Te5 interface) of the PCM materials. 
Therefore, a nano amorphous interface can be used to control the performance of PCM 
devices, such as data retention ability and crystallization speed. The present work also offers a 
feasible way to design novel nanoscale PCM materials based on the interface effects.
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recent years, because of this partial and stepwise phase-
change ability, PCM materials have been employed to emulate 
the behavior of biological neurons, and thus applied in brain-
inspired computing [17]. Apart from partial phase change, for 
a special class of PCM materials, such as C-doped Ge2Sb2Te5 
(GST) [18] and SiSbTe [19, 20], nanoscale phase separation 
usually occurs. Generally, such phase separation will lead 
to the formation of interfaces between non-PCM materials 
(i.e. C or Si) and PCM materials (i.e. GST or Sb2Te3). These 
interfaces are crucial for the performance of PCM devices 
because of their different structure and property compared 
with the bulk phase. In addition, as PCM devices scale down, 
the interface effect will be more significant as the proportion 
of interface increases [21]. To date, some new PCM material 
components have been proposed based on the interface effect. 
For instance, the GeTe/Sb2Te3 superlattice, known as an inter-
facial phase-change material (iPCM) [22, 23], exhibits a very 
fast phase-change speed and quite low power consumption. 
Other examples are transition metal-doped PCM materials 
such as TiSbTe and ScSbTe [24, 25]. The stable TiTe2 slab 
motifs in TiSbTe could accelerate the crystallization (or SET) 
speed of the amorphous parts through the interfaces between 
them [26]. Therefore, investigation of interface effects is a key 
issue for improving performance and developing new designs 
for PCM materials and devices.

In this work, we revisit the effects of nano amorphous inter-
faces on the structure and properties of PCM materials based 
on our previous first-principles density functional theory 
(DFT) [27] studies as well as transmission electron microscope 
(TEM) characterizations for PCM applications. Three kinds 
of typical amorphous interfaces in PCM materials, including 
amorphous Si/amorphous Sb2Te3 (amorphous–amorphous) 
interfaces [20], amorphous/crystalline GST (homogeneous 
amorphous–crystalline) interfaces [28] and amorphous GeTe/
cubic Sb2Te3 (heterogeneous amorphous–crystalline) inter-
faces [29], are studied. We conclude that amorphous Si could 
stabilize amorphous Sb2Te3 by changing its bonding network 
and inhibiting its crystallization process. In a homogeneous 
amorphous–crystalline GST interface, the crystalline part 
could act as a template to accelerate crystallization of the 
amorphous part. Finally, by TEM investigation, metastable 
cubic Sb2Te3 is found to be stabilized by amorphous GeTe in 
amorphous GeTe/Sb2Te3 superlattice-like films. These results 
indicate that nano amorphous interfaces can be used to control 
aspects of performance such as data retention and SET speed 
of PCM materials and also the PCM devices based on them.

2. Methods

Our DFT calculations are performed within the projected 
augmented wave (PAW) formalism [30], as implemented in 
VASP codes [31]. The Perdew–Burke–Ernzerhof (PBE) func-
tional [32] is used to describe the electronic exchange–corre-
lation interaction. In the ab initio molecular dynamic (MD) 
simulations we use the NVT canonical ensemble, in which a 
Nośe thermostat is used to control the temperature [33]. For 

analysis of the bonding structure, the cutoff for bond length 
is 1.2 times the sum of covalent radii between any two atoms.

For amorphous Si and amorphous Sb2Te3 interfaces, as 
described in our previous work [20], the model is built based 
on a 4  ×  2  ×  1 supercell of hexagonal Sb2Te3. Half of the Sb 
and Te atoms are replaced by Si atoms with the experimental 
density of amorphous Si [34]. To build the interface structure, 
the Sb2Te3 part is locked and the Si part is melted at 3000 K, 
equilibrated at 1900 K and finally quenched to 300 K. After 
that, the Si part is locked and the amorphization of Sb2Te3 is 
also carried out by melting at 3000 K, equilibrating at 1000 K 
and finally quenching to 300 K. The MD simulations above are 
run for 6 ps with a time step of 1 fs for Si and 3 fs for Sb2Te3. 
Finally, the two parts are annealed together at 300 K for 9 ps 
to obtain the amorphous Si and amorphous Sb2Te3 interface 
structure (including 96 Si, 24 Sb and 36 Te atoms) shown in 
figure 1(a). For comparison a bulk amorphous Sb2Te3 struc-
ture is also obtained by the same melt-quenching method. An 
energy cutoff of 270 eV and K-point set of 2  ×  2  ×  1 are used 
for the MD calculations above.

The amorphous and crystalline GST interface is built 
based on a vacancy-ordered cubic (VOC) GST model [28]. 
The VOC phase has vacancy-ordered layers, ensuring that 
partial melting priority occurs around these vacancy-ordered 
layers. Melting of VOC GST is performed at 1300 K for 6 ps 
followed by rapid quenching to 300 K. Then the interface 
structure shown in figure 3(a) is obtained after further main-
tenance at 300 K for 39 ps. Therefore, the amorphous part of 
the amorphous and crystalline GST interface is rich in vacan-
cies or voids [28]. As described in our previous work [28], the 
amorphous and crystalline GST interface model has a density 
of 6.02 g cm−3 and contains 38 Ge, 38 Sb and 96 Te atoms. 
For the MD calcul ations in this model, the plane-wave energy 
cutoff is 200 eV and a single K-point is used.

For the energy calculations shown in figure 5, the models 
for amorphous, cubic and hexagonal phases of Sb2Te3 con-
tain 60 (24 Sb and 36 Te), 53 (21 Sb and 32 Te) and 5 (2 
Sb and 3 Te) atoms, respectively. An energy cutoff of 230 eV 
is used. In the experiment in [29], the amorphous GeTe and 
Sb2Te3 superlattice-like film were deposited on a SiO2/Si 
(1 0 0) substrate using the radiofrequency sputtering method. 
The cross-sectional sample for TEM investigations was pre-
pared by a combination of Ga focussed ion beam (FIB) and Ar 
low-energy ion beam milling. The TEM investigations were 
performed on a Cs-corrected FEI Titan G2 80-300 microscope 
with super x-ray energy dispersive spectrometry (EDS).

3. Results and discussions

First we study the amorphous–amorphous interface between 
Si and Sb2Te3 (iST). As mentioned above, this interface has 
been observed in SiSbTe PCM material due to the nanoscale 
phase separation [19]. It is recognized that amorphous Si has 
a typical sp3 hybrid bonding network and Si atoms are con-
nected with each other by covalent bonds. Atoms in crystalline 
PCM materials usually form unique resonant or metavalent 
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bonds [35, 36] by p electrons, and these electrons are more 
delocalized than those in covalent bonds. The delocalized 
feature of electrons is also maintained to a certain degree in 
amorphous PCM materials [37]. This result can be confirmed 
by the electron localization function (ELF) [38] distribu-
tion. As shown in our previous work [20], figures  1(a) and 
(b) display the ELF  =  0.92 isosurface to reflect the distribu-
tion of highly localized electrons which are usually observed 
in strong covalent bonds and lone pairs. Bulk amorphous 
Sb2Te3 (bST) has few highly localized electrons, as described 
in figure  1(b), while the amorphous Sb2Te3 in iST exhibits 
more localized electrons as they are affected by amorphous Si 
(see figure 1(a) [20]). Since the change in electronic structure 
often affects the bonding network, we analyze and compare 
the bond angle distribution in iST and bST. As pointed out in 
[20], amorphous Si mainly affects the bond angle distribution 
of Te (see figure 1(c)). In bST, most of the Te atoms have a 
90° bond angle which is the p orbital bonding feature, while 
in iST the main peak of Te bond angle distribution shifts to 
about 80°. The Te bond angle in iST is also more distributed 
between 100° and 120° compared with that of bST. To find the 
origins for these new bond angles, in figure 1(d) we further 
divide the Te bond angle distribution into two parts according 
to its connection. One of these is the Si–Te–X bond angle, 
where X stands for any type of atom, so Si–Te–X are the Te 
atoms that bond with at least one Si atom. The other is the 
Te-centered bond angle that contains no Si atoms. Obviously, 
all the new bond angles appearing in iST are related to Si. On 
the contrary, the Te bond angles without any Si show a main 
peak at 90°. In addition, according to the bond angle and local 
order parameter [39] distribution analysis in our previous 
work [20], amorphous Si has little impact on the bonding 
configuration of Sb in iST. Turning to the ELF distribution 

shown in figure 1(a), the localized electrons in iST are in the 
form of lone pairs according to their cap-like shape distribu-
tion area. Therefore, through the Si–Te bonds, amorphous Si 
modifies the bonding feature of Te from p-bonding (in bST) to 
sp3 hybridization to a certain degree (in iST) [20]. This results 
in a dist ortion of the Te bonding network, and presents a bar-
rier for the amorphous-to-crystalline phase transition of iST.

To test whether crystallization of iST will be inhibited 
by amorphous Si, two recrystallization MD simulations of 
iST and bST at 600 K are carried out [20]. Figures 2(a) and 
(b) display the pair correlation function (PCF) evolution of 
iST and bST, respectively. At 0 ps, both the PCFs converge 
to 1 in the range of r  >  7 Å, which is a feature of the amor-
phous phase. The PCF for bST shows visible peaks and val-
leys in the r  >  7 Å region after 24 ps. This implies that the 
structure has a long-range order after 24 ps in the simulation. 
There are almost no significant changes in the PCF of iST 
during the whole recrystallization on the same time scale, so 
it stays in the amorphous phase. This can be confirmed by 
the evolution of electronic properties during recrystallization. 
Figures 2(c) and (d) show the calculated imaginary part of 
the dielectric constant (ε2) of iST and bST at different times. 
Consistent with the structural evolution, ε2 of iST remains 
almost unchanged while ε2 of bST shows a significant 
increase at 12 ps and reaches a maximum after 24 ps. Note 
that the calculated value of ε2 may have deviated from the 
experimental one, but it could confirm that the evolution of 
electronic properties exactly matches the structural evolution. 
Therefore, crystallization of iST is suppressed by amorphous 
Si through their interface. This also means that amorphous 
Si can enhance the stability of amorphous Sb2Te3. In fact, 
Si3.5Sb2Te3 has a 10-year data retention temperature of 412 K, 
which is higher than that of GST (364 K) [19].

Figure 1. Structure of (a) the amorphous Si and amorphous Sb2Te3 interface (iST) and (b) bulk amorphous Sb2Te3 (bST) with an isosurface 
of 0.92 in the ELF (green dots). For comparison, only the ELF distribution in the Sb2Te3 part is shown. Atom color coding: yellow for Si, 
purple for Sb, orange for Te. (c) Te bond angle distribution in amorphous Sb2Te3 of iST and bST, respectively. (a)–(c) Reproduced from 
[20] with permission of The Royal Society of Chemistry. (d) Partial bond angle distribution of Te in iST. The symbol X can be any type of 
atom.
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In summary, amorphous non-PCM materials with non-p 
orbital bonding characteristics (such as strong covalent sp3 
bonding materials like Si and C) could affect the electronic 
properties and lead to structural distortion of amorphous 
PCM materials through the interface. The structural distortion 
raises the barrier of the amorphous-to-crystalline phase trans-
ition. Based on this mechanism, amorphous non-PCM mat-
erial/amorphous PCM material interfaces can be employed 
to enhance the data retention ability of PCM materials and 
devices.

Next, the homogeneous amorphous–crystalline interface 
between amorphous and crystalline GST is investigated. We 
know that GST has a rock-salt cubic crystalline phase. Cubic 
GST contains 20% cation vacancies which have a random dis-
tribution [40]. In fact, GST also has a VOC phase in which 
vacancies are highly ordered in the form of vacancy layers 
in (1 1 1) planes. The VOC phase that has been observed by 
scanning transmission electron microscopy can be obtained 
by further annealing the normal cubic (random vacancy) 
phase at a higher temperature [40, 41]. Furthermore, as dem-
onstrated in our previous work, melting (or amorphization) 
of the VOC GST starts around the vacancy layers [40]. This 
makes melting of the VOC GST controllable and offers the 
opportunity to build an amorphous–crystalline GST inter-
face by partial melting. The interface structure is shown in 

figure  3(a) [28]. However, because the amorphous part is 
obtained from the region around the vacancy layer of the VOC 
phase it contains more vacancies or voids than bulk amor-
phous GST (bGST), as confirmed in our previous work [28]. 
Because the amorphous part of the interface structure (iGST) 
is more complex and unclear, we mainly focus on the structure 
and electronic properties of this part. In bGST, most of the 
atoms have a defective octahedral bonding configuration due 
to the p-bonding feature. However, some Ge atoms are found 
to be tetrahedrally coordinated [39, 42]. These Ge atoms are 
believed to be related to the stability of the amorphous phase 
[43]. Meanwhile, the tetrahedral to octahedral bonding con-
figuration transformation of Ge is one of the mechanisms pro-
posed for the phase switching of GST [42, 44]. As pointed out 
in previous works [28, 39], the proportion of tetrahedral Ge 
can be obtained from the local order parameter q. This param-
eter is usually used to identify local octahedral and tetrahedral 
bonding configurations. The definition of q is

q = 1 − 3
8

∑
i>k

Å
1
3
+ cosθijk

ã2

where the sum of the bond angles runs over pairs of atoms 
bonded to a central atom j  [39, 45]. The proportion of tetrahe-
dral Ge is estimated by integrating the q of four coordinated 
Ge atoms in the range of 0.8–1.0 [28, 39]. Figure 3(b) shows 

Figure 2. PCF and the calculated imaginary part of dielectric constant (ε2) of (a), (c) iST and (b), (d) bST during recrystallization in the 
models of figure 1. The Si atoms were removed when calculating the ε2 of iST.
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that only 22.2% of the Ge atoms have a tetrahedral bonding 
configuration in iGST, which is lower than in bGST (33.8%) 
[28]. In addition, we also find the iGST have fewer wrong 
(homogeneous) bonds (the Ge–Sb bond is also classified as 
a wrong bond) [46] than bGST. As displayed in figure 3(c), 
despite Te having a few more wrong bonds, both Ge and Sb 
form fewer wrong bonds in iGST. This means the iGST is 
more chemically ordered than bGST. As well as the bonding 
structure, comparison of the electronic structure between 
iGST and bGST is also performed by analysis of the ELF. 
Figure 3(d) displays the estimated volume occupied by elec-
trons with ELF in the range 0.9–0.96 to reflect the highly 
localized electron distribution. Obviously, iGST has fewer 
localized electrons than bGST. In a word, iGST has weaker 
amorphous phase features (in terms of tetrahedral Ge, wrong 
bonds and localized electrons) because of the proximity effect 
of the crystalline part via the homogeneous amorphous–crys-
talline interface [28, 47]. As mentioned above, iGST here has 
more voids than bGST [28]. This may also have some effect 
on the above results.

Since iGST has weaker amorphous phase features it may 
have poor stability and be easy to crystallize. To examine this, 
recrystallization of iGST at 600 K is carried out. For compar-
ison, recrystallization of bGST is also performed at the same 
temperature and on the same time scale [28]. Figure 4 shows 
the structural evolution of the two phases during recrystalli-
zation. From the structure of iGST at 0 ps and 30 ps we can 
observe that recrystallization begins at the interface. The 
crystalline part acts as a nucleus and gradually grows into the 
amorphous part. After 60 ps, iGST transforms into an ordered 
crystalline phase. In contrast, bGST maintains the amorphous 
features after 90 ps. The recrystallization process verifies that 
in homogeneous amorphous and crystalline interface structure, 
the amorphous part becomes unstable and has a faster crys-
tallization speed. The larger number of voids in iGST could 
also accelerate the crystallization because they offer space 
for atomic rearrangement [28, 48]. However, the crystalline 
template should play a more important role in the fast crystal-
lization process. In 2015, Ronneberger et al investigated the 
growth process from a normal amorphous (not rich in voids) 

Figure 3. (a) Structure of the amorphous and crystalline GST interface. Atom color coding: green for Ge, purple for Sb, orange for Te. The 
yellow shaded area is the amorphous part (iGST). Reprinted from [28], Copyright 2017, with permission from Elsevier. (b) Percentage of 
Ge with tetrahedral bond configuration. (c) Wrong bonds per atom of Ge, Sb and Te. (d) The integrated volume occupied by electrons with 
different ELFs in bGST and iGST, respectively.

J. Phys. D: Appl. Phys. 53 (2020) 114002
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and crystalline GST interface at 600 K in a larger calcul ation 
cell containing 540 atoms [49]. They also found that crystalli-
zation proceeds from the interface instead of nucleation inside 
the amorphous part, and estimated a fast growth rate of about 
1 m s–1 due to the high fragility of PCM materials [49, 50]. In 
addition, such a template effect has been found in the homo-
geneous amorphous and crystalline interface of other PCM 
materials such as GeSb and AgInSbTe [50, 51].

To sum up the results of this part: we find in the homo-
geneous amorphous and crystalline interface structure that 
the electronic and structural features of the amorphous part 
become weaker due to the proximity effect of the crystalline 
part. This will pave the way for crystallization. Furthermore, 
the crystalline part also provides templates for fast crystal-
lization without a nucleation process. In addition, it can 
be inferred that the SET speed of PCM materials can be 
increased by crystalline mat erials with similar lattice but dif-
ferent components through the amorphous–crystalline inter-
face. For example, very recently, by fabricating a multilayer 

TiTe2/Sb2Te3 heterostructure in which crystalline TiTe2 acts as 
template and confinement layer, Ding et al achieved a PCM 
device with fast speed as well as ultralow noise and drift [52].

Finally, we also find that the amorphous interface could 
also stabilize some metastable crystalline phases. Sb2Te3 is a 
basic phase-change material. Its amorphous phase is unstable 
and will easily transform into a hexagonal crystalline phase 
at room temperature [53]. Sb2Te3 also has a cubic phase with 
a rock-salt lattice and 33% cation vacancies. Vacancies in 
cubic Sb2Te3 have a random distribution, while in hexagonal 
Sb2Te3 vacancies can be regarded as highly ordered and in the 
form of van der Waals gaps. It may be thought that cubic and 
also amorphous Sb2Te3 are isotropic. The hexagonal phase 
is aniso tropic. As shown in figure 5, cubic Sb2Te3 is a meta-
stable phase and its energy is significantly higher than that of 
the hexagonal phase (by 88 meV per atom). In fact, the cubic 
phase has been observed in experiments during the amor-
phous to hexagonal transition but only exists in quite a small 
temper ature window [54]. We review the results of our former 
work in figure 6. We find that the stability of metastable cubic 
Sb2Te3 can be enhanced by amorphous GeTe through their 
interface [29]. Amorphous GeTe and cubic Sb2Te3 inter-
face structure are achieved in the deposited GeTe–Sb2Te3 
(7 nm/6 nm) superlattice-like films, as shown in figure  6(a). 
The components of the superlattice-like interface structure are 
confirmed by the EDS mapping in figure 6(b). According to 
the high-resolution TEM in figure 6(c), GeTe exhibits amor-
phous features and Sb2Te3 has an ordered crystalline structure. 
The fast Fourier transformation (FFT) clarifies that Sb2Te3 
has a cubic lattice (see the inset of figure 6(c)). Furthermore, 
cubic Sb2Te3 can remain stable even after heating at 180 °C 
for 1 min [29]. Compared with the previous experimental 
work mentioned [54], the stable cubic Sb2Te3 here implies its 
potential application in real PCM devices. It seems that the 
isotropic feature of the two phases makes cubic Sb2Te3 stable.

Figure 4. Structural evolution of (a)–(d) iGST and (e)–(h) bGST during recrystallization. Atom color coding is the same as in figure 3.

Figure 5. Structures and energies of amorphous, cubic and 
hexagonal Sb2Te3.

J. Phys. D: Appl. Phys. 53 (2020) 114002
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4. Conclusion

In summary, based on the previous results of first-principles 
calculations and TEM characterizations, we revisit the inter-
face effects on the structural and electronic properties of PCM 
materials in three typical nano amorphous interfaces. We find 
that amorphous Si/amorphous Sb2Te3 and amorphous GeTe/
cubic Sb2Te3 interfaces could stabilize amorphous Sb2Te3 and 
metastable cubic Sb2Te3, and thus enhance the data retention 
ability of these materials and also that of devices based on 
them. In addition, due to the fast crystallization speed of the 
crystalline/amorphous GST interface, it can be employed to 
achieve PCM devices with a fast SET speed. We hope that 
the present study of the interface effect in PCM materials on 
atomic and electronic scales can support the design and fabri-
cation of novel PCM materials and devices to meet the further 
requirements of PCM applications.
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