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Giant lattice expansion by quantum stress and
universal atomic forces in semiconductors under
instant ultrafast laser excitation†
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Femtosecond lasers (fs) can cause a disparity between electronic and lattice temperatures in the very

short period after irradiation. In this relatively cool lattice regime, the material properties can differ

drastically from those under thermal equilibrium. In particular, first-principles calculations reveal two

general mechanical effects on semiconductors. Firstly, the excitation can induce a negative pressure on

the lattice, causing a 410% expansion, even for superhard diamond. Secondly, it induces inhomogeneous

local forces on the atoms, for both perfect and distorted lattices. In the case of phase-change-memory

for Ge2Sb2Te5 and GeTe alloys, such random forces cause a simultaneous phase transition from

crystalline to amorphous, which enables faster data writing. These excitation effects are further supported

by the time-dependent density functional theory. This work could be an important step in advancing fs

laser techniques for the atomic-level control of structures, rather than relying on traditional melting or

ablation approaches which often apply to much larger and non-atomic scales.

1 Introduction

Femtosecond (fs) lasers have played a critical role in materials
processing at the micro–nano-scale.1–5 Fascinating two-dimensional
(2D) and three-dimensional (3D) functional devices for applications
in microelectronics, micro-optics, micromechanics, and micro-
fluidics have been produced by incorporating fs laser processing.6–9

Deep insight into the dynamics of material excitation at the fs time
scale is critical for high precision control of structural geometry and
chemical composition variations. The generally accepted picture of
fs laser–matter interaction is the two-temperature model (TTM),10–12

which divides the excitation into two stages. First, the laser energy is
coupled to electrons within a very short period of time, i.e., of the
order of a sub-picosecond, to create electron/hole plasmas with the

lattice remaining undisturbed and cool. These excited carriers then
relax during the second stage through electron–electron scattering
and electron–phonon coupling, and give their energies to the lattice
resulting in melting,13 ablation,14 or a thermal explosion.15 The
changes of the material properties in this model occur during the
second stage. Some recent observations, however, reveal that the
crystalline Ge10Sb2Te13 phase can be changed to a stable amorphous
state within 500 fs under exposure to a fs laser pulse.16 This means
that the materials can be manipulated and processed when their
lattices are still cool, and it shows the prospect of creating a new
phase which is otherwise difficult to obtain. Despite this fact, a
quantitative understanding of the lattice behavior in the first stage is
relatively limited, with a few exceptions.17–19

In this study, we found through first-principles calculations
that the lattice variation is not negligible, starting from the very
beginning of the fs excitation. Due to the electrons pumped
from the valence band to the conductive band, the bare lattice
suffers from quantum electronic stress, which is manifested as
a negative pressure. Unlike the negative pressure obtained by
thermal expansion, the electronic pressure causes a lattice
expansion of up to 10% even at 0 K. This is quite unusual for
diamond, not only because its thermal expansion is negligible
but also due to the fact that obtaining a significant lattice
expansion usually requires the use of a harder material, which
does not naturally exist. In addition, the dynamic atomic forces
due to excitation are a general phenomenon, which often drive
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the system into amorphization. Considering the phase change
memory materials, Ge2Sb2Te5 (GST) and cubic GeTe, in which
the first has no lattice symmetry and the latter has a perfect
centrosymmetry, the atomic forces directly trigger amorphization
in both for temperatures as low as 100 K. These new findings
show that the lattice response to fs excitation in the first stage
may play a critical role in materials processing, which will directly
benefit the quality of laser micronanofabrication.

2 Methods

Our calculations are based on density functional theory (DFT)
within the generalized gradient approximation and the pseudo-
potential approximation,20,21 as implemented in the VASP
code.22 All the studies of zinc blende semiconductors employ
a 216-atom supercell. The cutoff energies are 200 eV for GaSb,
200 eV for GaAs, 240 eV for GaP, 260 eV for MgS, 200 eV for
MgSe, 280 eV for ZnS, 400 eV for diamond, and 450 eV for cubic
BN. For the phase change memory materials, we use a cubic
rock-salt cell (including 42 Ge atoms, 44 Sb atoms, 108 Te
atoms, and 22 vacancies23) for GST and a cubic rock-salt cell
(including 108 Ge atoms and 108 Te atoms) for GeTe. The cutoff
energies are 240 eV for static calculations and 180 eV for
ab initio molecular dynamics (MD). A single G point is used
for Brillouin zone integration. To mimic the effects of optical
excitation, a fraction of the electrons are taken away from the
valence band (VB) edge and replaced in the conduction band
(CB) edge with fixed electron and hole occupancies (analogous
to ref. 24); see the inset of Fig. 1a. This corresponds to the time
domain of interest, namely, after the fs laser excitation between
the band edge states but before the recombination of the electron/
hole plasma. Moreover, the new distribution of the electron
density after excitation is determined by DFT self-consistent
calculations. During the MD simulation, the energy band changes
with the evolution of the structure. The electron density then
redistributes with the change of energy band, guaranteeing that
the excited electrons/holes relocate to the CB/VB edges. To test the
feasibility of using the fixed occupation method to evaluate

the initial mechanics by laser excitation, we also performed a
calculation for two examples to determine the initial stress and
force by using the time-dependent density functional theory
(TDDFT),25 as implemented in the code based on the SIESTA
program.26–28 We used norm-conserving Troullier–Martins
pseudopotentials,29 the Perdew–Burke–Ernzerhof (PBE) exchange–
correlation function,30 and a local basis set with double-z polarized
orbitals. A real-space grid equivalent to a plane-wave cutoff of 100 Ry
was adopted. A single G point was used to sample the Brillouin
zone. To obtain the information of the initial excitation, we
extracted the results of stress and force after a short duration of
0.24 fs in TDDFT-MD.

3 Results and discussion
3.1 Physical origin of the excitation induced quantum stress
and atomic force

To understand the dynamic response, we note that the equilibrium
position of the system is a strong function of excitation. The
excitation breaks the ground-state balance between atoms and
electrons, and thus produces mechanical stresses and forces in
the materials, which dominate the structural evolution. To
better understand the physical origin of the excitation induced
stress and force, we briefly review the formulation below.

By definition, the stress tensor is expressed as the derivative
of the total energy Etot with respect to the strain eij:

sij = (1/V)�(dEtot/deij). (1)

By definition, the Hellmann–Feynman force on an atom is the
derivative of the total energy with respect to the atomic coordi-
nate R:

F = �dEtot/dR. (2)

Based on the work by Hu et al.,31 we assume that the variation
of the electron density from n0(-r) (the ground-state density) is
n*(-r) = n0(-r) + dn(-r). Then the total energy can be written as:

E n�ð~rÞ½ � ¼ E n0ð~rÞ
� �

þ
ð
V

dE½nð~rÞ�
dnð~rÞ

� �
n0
dnð~rÞd~r; (3)

where the first term is the ground-state energy and the second
term is the energy variation due to the change in electron density.
The original ground-state solid is stress free, so dE[n0(-r)]/deij = 0.
Hu et al.31 have derived the stress induced by electronic excitation
and perturbation without applying lattice strain:

sij ¼
1

V

dE n�ð~rÞ½ �
deij

����
n0;eij¼0

¼ 1

V

ð
V

@m
@eij

dnð~rÞ þ m
@ dnð~rÞ½ �
@eij

� �
d~r

	 

n0;eij¼0

(4)

where m = qE[n(-r)]/qn(-r) is the electron chemical potential. The
second term vanishes because the number of electrons is
independent of strain. The stress induced by adding either
electrons or holes in a semiconductor31 can be written as:

se,or h = Xe,or h � Dne,or h (5)

Fig. 1 (a) The stress vs. the excitation intensity in a series of semiconductors.
The inset shows the band schematic in an optical excitation. (b) The stress vs.
the corresponding excitation electron density. (c) The slope using a fit in (b)
(i.e., the deformation potential) is proportional to the bonding strength.

(Here, a bonding electronic density reb ¼
Neb

CN � BL is defined, see more

details in the ESI†).
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where Xe = dme/de = dECBM/de, and Xh = dmh/de = dEVBM/de are
the deformation potential of the conduction band minimum
(CBM) and the valence band maximum (VBM), respectively, e is
the lattice strain, and Dne,or h is the change in the electron (or
hole) density. Here, we considered the case of true optical
excitation where the same number of electrons in the CB
and holes in the VB are produced at the same time during
excitation. Under the adiabatic approximation of fixed energy
levels, the total stress induced by both electrons and holes
becomes

s = (Xe � Xh) � Dn = XEg � Dn. (6)

In deriving eqn (6), we use the condition Dne = �Dnh = Dn, and
Eg = ECBM � EVBM is the intrinsic band gap of the semiconductor.
In the case of strong excitation, such as by a fs laser pulse, we can
further include the shift in the conduction and valence band
edges associated with excitation and define the effective band gap
Eg
0 = Eg + dCBM + dVBM, with

s ¼ XEg
0
� Dn: (7)

Here, XEg
0

is the effective deformation potential induced by the fs
excitation (see more discussions in the ESI†) while Dn is the
carrier density (DN/V). In other words, the stress is proportional
to the excitation density. As early as 1961, Figielski observed that
the stress in Ge had a linear dependence on the excitation intensity

(DN/Ntot) in the low range ({1%).32 For a high excitation, XEg
0

is
not constant due to the variable effective band gap. However, in the
current study, we will concentrate on showing that the stress is a
strong function of the excitation carriers according to eqn (7).

The electronic excitation induced force on an atom i is also a
function of the variation of electron density:

F ¼ �
ð
V

@m
@Ri

dnð~rÞ þ m
@½dnð~rÞ�
@Ri

� �
d~r

	 

n0;Ri¼0

: (8)

In general, the electronic excitation induced stress and force
originate from the redistribution of the electron density in the
solid. It should be noted that eqn (7) and (8) are used to
interpret the physical origin of the stress and force. In fact,
the stress and force data used in this study were calculated
directly from the derivative of the total energy (obtained by
DFT) according to their definitions.

3.2 Excitation stress in semiconductors and the stress
induced giant lattice expansion

By first-principles calculations, Fig. 1a summarizes the stress
induced using typical fs excitations. A series of cubic semiconductors
are exemplified, where the stress tensors approximately satisfy
sxx = syy = szz and the off-diagonal terms satisfy si,jai E 0. As the
excitation intensity increases from 0% to 15%, the stress
becomes more significant and is generally compressive
(s o 0). The stress is replotted with the carrier density in
Fig. 1b, and the slope reflects the average excitation deformation

potential XEg
0� �

. The averaged XEg
0

is shown in Fig. 1c and is

material specific and has a positively linear dependence on the
bonding electronic density (reb); see more details in the ESI.†

Therefore, harder or stronger materials are more readily disturbed
and produce stress under fs laser excitation.

Since the magnitude of the stress can reach up to 1/10 of the
bulk modulus under feasible conditions (e.g., 5–15% excitation),
this alone may be enough to cause significant changes in the
lattice. Two representative cases including GST and diamond
carbon are tested here. GST is a flagship candidate in nonvolatile
storage technologies, namely phase change memory.33,34 In
general, an ultrafast laser pulse can switch GST rapidly between
its high reflective state (crystalline phase) and the low reflective
state (amorphous phase). GST is quite soft due to its resonant
bond.35 In contrast, diamond carbon is well known for its
superhard characteristics, and is popular as a diamond anvil
cell to produce ultrahigh pressure to compress other softer
materials.36 Fig. 2 shows that the volumes of both systems
expand significantly after their stresses are released. Here, we
call it compressive stress since the system is still in the original
lattice ground state. In GST, a 15% excitation can lead to a 10%
volume expansion while in diamond it is more significant and
an 8% excitation is enough to produce the same volume
expansion. This shows the potential for negative pressure
technology, in which it could be controlled quantitatively by the
excitation intensity. Usually, the most effective way to expand a
lattice is to increase the kinetic energy in the atoms and enhance
their inharmonic vibrations during heat transfer.37 However,
such expansions are small, especially in a hard material. For
example, according to the volumetric thermal coefficient (3 �
10�6 K�1),38 even up to the melting point (B4000 K),39 the
volume of diamond increases only by B1%, which is one order
smaller than that proposal here using fs laser excitation. In fact,
such an unusual expansion in the lattice has also been
observed recently in GST under fs laser exposure and the
magnitude of the expansion was too large to be explained by
the thermal effect alone.40 The excitation induced stress may
explain the observed large expansion. Therefore, the hypothesis
stated here is feasible and possibly offers a new method to
control materials over a large lattice.

The electronic structure under excitation is important in
understanding the mechanical behavior. The spatial charge

Fig. 2 The volume change is followed by a release in the excitation stress
for GST (a) and diamond carbon (b). Here, a negative stress, which is
equivalent to a negative pressure, leads to a lattice expansion. The volume
expansions are calculated by changing the volumes to release the stresses
(Fig. S1, ESI†).
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density difference (S-CDD)41 between the excitation state and
the ground state is simulated and compared in Fig. 3. For GST,
under a 3% excitation (Fig. 3a), some of the electrons around
Ge were displaced (shown in blue) while Sb accepted these
charges (shown in red). Specifically, for a low intensity, the
cation-to-cation excitation is relatively distinct. Under a 6%
excitation (Fig. 3b), Te started to donate electrons which were
accepted by Sb. However, for the 9% case (Fig. 3c), Ge also
started to accept the electrons from Te. Therefore, for a higher
intensity (46%) (Fig. 3c–e), the anion-to-cation excitation
was dominant. However, the elemental diamond produced
different results for S-CDD. As shown in Fig. 3g–k, the electrons
are always removed from the bond-center site to the anti-bond
site along the bond direction. A higher excitation makes this
phenomenon more significant. In general, both the electrons in

the CB and holes in the VB tend to weaken the bonding and
thus lead to the lattice expansion observed above. However, in
the localized view, the S-CDD in the distorted GST (see the
discussion in Section 3.3 about the GST lattice) was quite
inhomogeneous but in diamond it was uniform. This suggests
that the localized mechanics under the excitation may be
different between the distorted lattice (GST) and the perfect/
high-symmetry lattice (diamond).

3.3 Excitation force and force induced solid-to-solid
amorphization in Ge2Sb2Te5

An important consideration for the local mechanics are the
local forces on an atom under excitation. To quantify these,
Fig. 4a shows the root mean square of the local forces in rock-
salt GST and rock-salt GeTe as a function of the excitation
intensity. It is well known that both the alloys are the flagship
candidates in phase-change-memory technology due to their
thermal transitions between the crystal and amorphous
phases.33 In general, rock-salt Ge2Sb2Te5 has two sublattices:
one is for anion Te while the other is for cation Ge, Sb, and 10%
of the intrinsic vacancies. Due to their random distribution in
the cation lattice, cubic GST is always locally distorted.23

Conversely, rock-salt GeTe (or diamond) has a perfect lattice.
It is clear that the local forces in GST increase significantly with
the intensity. Fig. 4b and c shows that these local forces have
random orientations and are strongly dependent on the number
of neighboring vacancies. However, without any inhomogeneity
in the lattice, GeTe displays no local forces at 0 K, even for an
excitation intensity as high as 15%.

As a result, an instant destabilization of GST happens under
optical excitation, which is demonstrated by a MD simulation.
We show in Fig. 5a the evolution of the pair correlation
functions. The driving force for the transition was also demonstrated
by the local-force evolution in Fig. 5b. However, unexpectedly in the
same 100 K MD in GeTe with 15% excitation, the zero local force in
the initial state increased to the same level as GST within 300 fs, and
then was constant during the whole excitation. As such, GeTe is also
rapidly amorphized after 3 ps; see Fig. 5c. A negligible local
force in the perfect lattice does not imply absolute stability
under excitation, but indicates a local minimum (or local
maximum, or saddle point) of the potential energy surface.

Fig. 3 The spatial charge density difference (S-CDD) between the excita-
tion state and the ground state. A positive or negative value implies an
increase in density or a decrease in density under an optical excitation,
respectively. Panels (a)–(e) and (g)–(k) are the S-CDDs with 3%, 6%, 9%,
12%, and 15% excitation intensity, respectively for GST and diamond
carbon. Panels (f) and (l) highlight the cutting planes for the S-CDD
analysis. The units in the color scale bar is e Bohr�3.

Fig. 4 (a) Atomic local forces in the distorted rock-salt GST and the perfect rock-salt GeTe under optical excitation. (b) Inhomogeneous local forces
under optical excitation (15%) in GST: the projected forces on a (100) plane. (c) Magnitude of the local force on Te in GST vs. either the excitation intensity
or the number of nearest cation vacancies.
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Here a tiny thermal fluctuation (in form of an atomic vibration),
even at a temperature as low as 100 K, can trigger the hidden
local forces for the phase change. In fact, the temperature here
is far below the required melting point to realize data writing on
GST or GeTe through a typical melting–quenching amorphization
process.33 Therefore, the local force is a universal effect under the
optical excitation. There are several pump–probe experiments
which have shown that GST irradiated by an ultrafast laser can
transform into its amorphous state without turning into its liquid
state.42–45 More recently, an experiment based on time-resolved
X-ray diffraction also revealed a decrease in the peak intensity
before the shift of peak position which indicates46 a phase
transition before the thermal expansion. This solid-to-solid
amorphization of GST can be explained by the randomly
distributed excitation forces.

3.4 Discussion and outlook

The TTM assumes that the response time of the electrons to the
excitation is much faster than the response time of the atoms.
In the first stage of the TTM, the lattice remains cold while the
temperature of the electrons increases rapidly. In the second
stage, the temperature of the lattice gradually increases via
electron–phonon coupling and finally leads to phase transitions.
In the TTM, thermal effects are significant. However, our results
indicate that substantial stresses and forces can be produced
instantly by excitation, and that a phase transition can take place
when the lattice is still cold. In our results, the mechanical effects
(stress and force) are the leading contributors. It should be noted
that our results are not completely unfavorable to the TTM.
Actually, the work reported here is based on the two-
temperature assumption since the results exhibited the behavior
of the lattice in the first stage of the TTM. However, the time-
scales of the second stage are out of the scope of the work
presented here.

Both the expansion and amorphization induced by excitation
are different from those induced by thermal effects. The electronic
excitation weakens the bonds and results in a new equilibrium

position for the lattice. The expansion comes from the change in
the potential energy surfaces which is different from the inharmonic
effect induced by thermal expansion. Also, the excitation induced
expansion can be much larger than the normal thermal expansion,
especially in super-hard materials, such as diamond. Similar to the
stress, the force also comes from the change in the potential energy
surfaces. Due to the low symmetry of the distorted GST lattice, the
directions of the forces are randomly distributed under excitation.
They naturally lead to the amorphization without melting.
Compared to thermal melting, this solid-to-solid amorphization
is completed with less atomic diffusion, which can suppress the
phase separation of multi-component alloys.

Although recent reports claimed that electron–phonon scattering
occurs on a 10–100 fs timescale,47,48 the materials still need several
picoseconds before the carriers and the lattice reach thermal
equilibrium.49 The electronic excitation induced stress and forces
must have significant roles in the phase change. If the lattice
temperature can be managed, e.g., by extracting the heat generated
during the relaxation of the excited carriers or even precooling the
lattice before excitation, not only more athermal properties may be
retained upon cooling of the excited carriers, but there could also be
other potential benefits such as the suppression of the various
effects due to entropy.

3.5 Effectiveness of the method used in this study

Finally, we discuss the method and its effectiveness in evaluating
the initial force. Although our method is not ideal for the
calculation of excited states, it can offer feasible conclusions.
For example, Giret et al. have discussed the non-thermal phase
transition in tungsten by phonon spectra in excited states using
fixed occupation.50 Recently, J Bang et al. have presented a new
non-radiative recombination mechanism by calculating the
electronic energy level evolutions and energy barriers for the
Frenkel pair defect formation in excited states in a similar
way.51 Undoubtedly, there are some more effective methods to
examine excitation, such as methods based on the frame of
GW-BSE52 and TDDFT.25 In order to test the effectiveness of the

Fig. 5 (a) Pair correlation function (PCF) before and after a 3 ps MD with a
15% optical excitation at 100 K for rock-salt GST and rock-salt GeTe.
(b) Evolution of the LF during the optical excitation. (c) The structural
snapshots at the different stages under excitation for GeTe.

Fig. 6 Comparison of the results between fixed occupation and TDDFT.
(a) Stress in diamond and (b) atom force in GST under excitation. The black
solid squares are the results of the fixed occupation method. The red solid
circles are results of the TDDFT method. The dashed lines in (a) are the
results of linear fitting.
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results using fixed occupation to mimic excitation, we carried
out TDDFT-MD for the two examples: diamond and GST. To
obtain the information of the instant mechanics under excitation,
we extracted the results of the stress and forces after a short
duration of 0.2419 fs in TDDFT MD. Fig. 6 shows the consistent
results between those from fixed occupation and from TDDFT.
Therefore, the initial stress and force under excitation in the
present study are valid and plausible.

4 Conclusions

In summary, first-principles calculations reveal the significance
of dynamic effects in the non-thermal time domain which can
be fundamentally different from those in the thermal time
domain. The most predominant effects are the ultrahigh negative
pressures of the order of �100 GPa on the cold lattice, which are
not achieved by other means, and the existence of local atom
forces which are insensitive to crystal symmetry due to the
presence of lattice imperfections, such as defects or lattice
vibrations which lead to possible ultrafast lattice amorphization.
A negative high-pressure may lead to low-coordination phases of
the exotic physical properties such as the recently proposed pure-
carbon Weyl semimetal with an average coordination number of
less than four,53 opposite to that of positive high-pressure physics.
Conversely, ultrafast amorphization induced by the excitation
forces54 can be a benefit to related fields, such as phase-change
memory,55,56 due to the ability of rapid data writing. The present
study is an important step in advancing fs laser techniques
towards the atomic-level control of material structures, rather than
relying on the traditional melting, ablation, and/or drilling
approaches, which apply to much larger and non-atomic scales.
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